
EDUCATION RESEARCH

Teaching in an Era of Generative Artificial Intelligence

Using aggregated AI detector outcomes to eliminate false positives in STEM-
student writing

Jon-Philippe K. Hyatt,1 Elisa Jayne Bienenstock,2 Carla M. Firetto,3 Elizabeth R. Woods,1 and
Robert C. Comus1
1College of Integrative Sciences and Arts, Arizona State University, Tempe, Arizona, United States; 2Watts College of Public
Service and Community Solutions, Arizona State University, Tempe, Arizona, United States; and 3Mary Lou Fulton College for
Teaching and Learning Innovation, Arizona State University, Tempe, Arizona, United States

Abstract

Generative artificial intelligence (AI) large language models have become sufficiently accessible and user-friendly to assist stu-
dents with course work, studying tactics, and written communication. AI-generated writing is almost indistinguishable from
human-derived work. Instructors must rely on intuition/experience and, recently, assistance from online AI detectors to help
them distinguish between student- and AI-written material. Here, we tested the veracity of AI detectors for writing samples from
a fact-heavy, lower-division undergraduate anatomy and physiology course. Student participants (n ¼ 190) completed three parts:
a hand-written essay answering a prompt on the structure/function of the plasma membrane; creating an AI-generated answer
to the same prompt; and a survey seeking participants’ views on the quality of each essay as well as general AI use. Randomly
selected (n ¼ 50) participant-written and AI-generated essays were blindly uploaded onto four AI detectors; a separate and
unique group of randomly selected essays (n ¼ 48) was provided to human raters (n ¼ 9) for classification assessment. For the
majority of essays, human raters and the best-performing AI detectors (n ¼ 3) similarly identified their correct origin (84–95%
and 93–98%, respectively) (P > 0.05). Approximately 1.3% and 5.0% of the essays were detected as false positives (human writ-
ing incorrectly labeled as AI) by AI detectors and human raters, respectively. Surveys generally indicated that students viewed
the AI-generated work as better than their own (P < 0.01). Using AI detectors in aggregate reduced the likelihood of detecting a
false positive to nearly 0%, and this strategy was validated against human rater-labeled false positives. Taken together, our find-
ings show that AI detectors, when used together, become a powerful tool to inform instructors.

NEW & NOTEWORTHY We show how online artificial intelligence (AI) detectors can assist instructors in distinguishing between
human- and AI-written work for written assignments. Although individual AI detectors may vary in their accuracy for correctly
identifying the origin of written work, they are most effective when used in aggregate to inform instructors when human intuition
gets it wrong. Using AI detectors for consensus detection reduces the false positive rate to nearly zero.

anatomy; physiology; undergraduate

INTRODUCTION

Learning anatomy and physiology (A&P) at the undergrad-
uate level requires remembering facts and understanding
physiological mechanisms. For students, facts accessed to
build their understanding of A&P may come from a variety
of avenues including, but not limited to, live lectures, pri-
mary (scientific research articles) and secondary (textbooks)
sources, peer-to-peer communication (study groups), and the
internet, providing additional/alternative lecture material
through static websites and/or videos. Although the internet
may compound information overload for students and
threaten the limits of student attention span (1, 2), the internet

provides a valuable avenue to confirm and clarify facts en
route to their understanding of bodily function. Beyond the
standard multiple-choice exam, writing assignments provide
students an opportunity to demonstrate learning by practicing
vocabulary and articulating A&P concepts in their own words.
The emergence of excellent, easily accessible, user-friendly,
and time-saving generative artificial intelligence (AI) tools to
synthesize fact-heavy and difficult A&P concepts in awell-con-
structed and error-free written form has become an attractive
lure for students (3).

AI can be a valuable tool to assist student learning (4–6)
and communication, particularly if the student is a nonna-
tive English speaker (7). The challenge for instructors is to
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teach students how AI can augment or streamline, but not
replace, their efforts toward learning while maintaining
fairness within the class. Students using AI to complete
learning activities, assignments, or written essays, without
actually completing them themselves, can lead to a lost
opportunity for learning. Essentially, the time spent think-
ing and learning the content may be replaced by computa-
tions of an AI. Additionally, this can also lead to “illusions
of understanding” (8), where students may not know as
much as they think they do, subsequently leaving them
underprepared for later material in the course, advanced
courses, placement exams, and ultimately their intended
careers. Instructors must consider the role of fairness in
large-enrollment courses, both in how students are eval-
uated and graded as well as identification of those who
have used AI against course policy. Detecting AI accu-
rately is about more than an effort to identify instances of
academic integrity violation efforts; it also serves as an
opportunity to know if, when, and how much AI is being
used so that instructors can make necessary adjustments
to support students’ mastery of the course content (e.g.,
revising the assignment, having conversations with stu-
dents, ensuring students understand the learning costs
associated with using AI).

If AI work is suspected on written assignments, then
instructors may elect to verify student work with online AI
detectors that generate a percent likelihood that the written
work is “human” or “AI.” Some AI detectors extend this eval-
uation further and provide a “mixture” category, denoting
the likelihood that a portion of a submission involves a
fusion of human- and AI-generated language. Similar to pla-
giarism checks when students turn in written work, some
universities have chosen to integrate AI detectors into their
learning management system (LMS) platforms to automati-
cally check the degree of generative AI associated with the
student essay. However, in any of these cases, there is no
clear established cutoff for the percent likelihood that indi-
cates AI use with any certainty. Consequently, one major
concern for instructors (and administrators) is that a stu-
dent’s work is erroneously flagged as AI generated (e.g., a
false positive), thereby falsely accusing the student of access-
ing help fromAI tools.

Unlike plagiarism, where one can identify a word-for-
word relationship between student work and a specific refer-
ence, AI-generated written material is arguably almost indis-
tinguishable from actual writing (9, 10). Online AI detectors
are generally believed to have a false positive rate of 2–10%
(11, 12), which leaves a small probability that a false positive
will be produced. Instructors and administrators may there-
fore conclude that AI detectors are generally untrustworthy
or unhelpful, leaving concerned instructors with no resour-
ces to assist them in distinguishing student work from a
well-crafted AI production. Here, we studied the veracity of
AI detectors using short and verified human- and AI-gener-
ated STEM student writing samples from a large first-semes-
ter lower-division A&P course and compared their accuracy
with that of human raters. We hypothesized that AI-gener-
ated writing would be identified with fewer errors by human
raters than by AI detectors.

In parallel, we were interested in understanding whether
AI was ubiquitously used by undergraduate STEM students.

Earlier work reported that students use AI to find flaws in
writing, analyze data and interpret results, improve multi-
tasking, and help in writing in different languages (13).
Given the inherent difficulty of learning A&P (14), which is
compounded for some students whose first language is not
English (15), we anticipated that A&P students would gener-
ally lack confidence in their ability to articulate A&P con-
cepts shortly after learning the material. One goal here is to
understand whether native and nonnative English-speaking
students would rate the quality of AI work differently from
their own.

METHODS

Participants

All work was reviewed and approved by the Institutional
Review Board at Arizona State University (#STUDY00020548)
and followed the experimental guidelines for human research
participants according to the American Physiological Society.
All participants provided written consent to participate in the
research before beginning the first in-class exercise.

Undergraduate student participants were recruited from
three sections of a lower-division human A&P course (BIO
201) taught by three instructors at a large public and
Hispanic-serving university in the southwestern United
States. The majority of the enrolled students were prepro-
fessional health majors including, but not limited to, nurs-
ing, nutrition, kinesiology, medical studies, and biology.
No prerequisite courses were required to enroll in this
course. From our earlier work (16, 17), the general demo-
graphic representation of the students in this course is a
3:1 female-to-male ratio, �19.5 ± 2.6 yr old, and 40% of stu-
dents identifying as White. Approximately two-thirds of
the students identify as non-Hispanic (64%), and one-
third identify as Hispanic (36%). About one-third of stu-
dents (32%) report being first-generation students.

All raw data were collected from September 9, 2024 to
September 18, 2024. There were three requirements of the
participants: writing an in-class essay to a prompt on plasma
membrane physiology; using generative AI to write an essay
to the same prompt; and the completion of a survey compar-
ing the quality of each essay as well as their general use of
AI. Students who completed all three requirements received
extra credit.

For the in-class (human written) essay, students were pro-
vided a 20-min review on plasma membrane structure and
function. Each review session was taught by the same
instructor using identical material; all subject matter had
been previously covered in each course section by different
instructors. Bluebooks were provided to allow participants to
take notes. In the same bluebook, participants were then
instructed to hand-write an essay (150± 15 words) over the
subsequent 20min to the following prompt:

Why do some substances diffuse across a cell’s selec-
tively permeable plasma membrane while others do
not? Describe some ways in which those substances
can either cross the membrane or get their message
across themembrane and into the cell.
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To ensure that essays were absent of outside/online influ-
ences, no personal electronic devices were allowed during
the 20-min writing period. To mirror the way a student
would compose a written essay outside of the classroom, all
students were encouraged to use their hand-written blue-
book notes to formulate their in-class essay. To further assist
students with terminology and concepts, a review slide on
membrane structure and function was projected in the lec-
ture hall.

In the final 20 min of the in-class session, the participants
were asked to copy their hand-written answer onto an elec-
tronic, non-cloud-based word processing medium (e.g.,
Word, Pages, Notes) and then upload that document onto
the course’s LMS. Students were asked to transcribe their
written work into the word processing system verbatim, but
they were permitted to correct minor spelling changes dur-
ing transcription. Bluebooks were turned into the instructor
as students exited the lecture hall; hand-written essays were
securely stored and used to cross-check a participant’s elec-
tronic version of the hand-written essay if necessary.

Two days after participants from each course’s section
completed and uploaded their hand-written essays, they
were asked to identify and instruct a generative AI platform
of their choosing to produce a 150-word essay to the same
prompt used for the hand-written essay. The three AI plat-
forms most used by the students were ChatGPT-4o (87.9%),
Grammarly (3.2%), and Gemini (2.6%). Participants were
asked not to alter the AI-written output and to copy it to a
word processing document, which was then uploaded onto
the course’s LMS page. Participants were asked to save a
copy of this AI-written essay.

From a total enrolled student starting population (Section 1:
n ¼ 135; Section 2: n ¼ 142; Section 3: n ¼ 113; total: n ¼ 388),
only the participants who uploaded both essays (n¼ 260) were
then sent a link to a survey asking them to assess and compare
the quality of both their and the AI-generated responses
(Fig. 1); the survey concluded with questions asking the
participants about their general AI use. Of those who com-
pleted the survey (n ¼ 190), only essays submitted by the
participants who gave consent for the use of their essays in
internet AI detectors were included (n ¼ 174; Fig. 1). Of the
survey respondents, approximately 75% and 18% spoke
English and Spanish as their first language, respectively.
The remainder of the first languages spoken by survey par-
ticipants included Arabic, Korean, Mandarin, Japanese,
Dari, Urdu, Tagalog, and Turkish, with each constituting
�1–2% of the participant pool.

Essay Classification by Human Raters

Three groups of human raters were asked to classify ran-
domly chosen essays as either human or AI generated. Each
group consisted of a faculty member, a graduate teaching
assistant (TA), and an undergraduate TA. All human raters
worked independently. Each rater was provided 20 essays
that did not overlap with the essays analyzed by AI detec-
tors. Human raters were asked to read all essays before
assigning a score (0 ¼ human; 1 ¼ AI). To assess interrater
reliability, 6 essays (3 human and 3 AI generated) of each
group’s 20 essays were identical. The remaining 14 essays
added to each group were randomly chosen from the essay

pool to eliminate any potential pattern recognition by the
human raters. Once the essays were classified by human
raters, they were then categorized as true positive, true
negative, false positive, or false negative (Fig. 2).

Essay Classification by AI Detectors

Human- and AI-generated essays from 50 randomly cho-
sen participants were used to determine the veracity of
online AI detectors (100 essays total). One AI-generated
essay file was corrupted and unreadable; it was subsequently
removed. Four AI detectors were used to assess the origin of
each essay, including GPTzero, Originality AI, Detect GPT,
and Copyleaks. These AI detectors were chosen based on ear-
lier reports (11, 12, 18), availability, and ease of navigation for
the investigators. Essays were uploaded blind onto these AI
detector platforms. Generally, AI detectors output a score
(out of 100) for the likelihood that a writing sample is AI,
human, or a mixture of both. Outputs were transferred to a
database and compared to the known origin of each essay.

Figure 1. Schematic showing participant/essay sampling and attrition
examining the veracity of artificial intelligence (AI) detectors and the accu-
racy of human raters in identifying human- vs. AI-written work at a large
public university. �The essays randomly chosen for human raters were dif-
ferent from the essays randomly chosen for AI detector analysis.
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Essay classification by the AI detectors was the same that
was used for human raters (Fig. 2); a threshold score of 80%
AI was employed. For example, if an essay was detected as
�80%AI and it was actually AI, then it was coded a true posi-
tive. However, if an essay was detected at �80% AI and was
actually human, then it was classified as a false positive. Any
essay that did not meet that 80% AI threshold was coded as
“human.” If the human-coded essay was AI generated, then
it was coded as a false negative; if it was actually human gen-
erated, then it was coded as a true negative. While we know
of no other established cutoff value that is commonly used
by others, the�80% was chosen because we previously used
that cutoff in a recent large online course that gave a reason-
able “benefit of the doubt” that an essay was student written

while capturing the majority of the essays that were “cut-
and-pastes” from an AI program.

Survey

The purpose of the survey was to measure a student’s
impressions of the AI-generated output in comparison to
their own writing along multiple dimensions. First, students
were asked to read and review their own essay and evaluate
it on a variety of characteristics: content, style, grammar/
punctuation, and answering the prompt, based on a five-
point scale (i.e., Poor to Excellent). Then, they evaluated
their AI-generated essay in the same manner. To determine
whether aggregated assessment of each essay was consistent
at the individual level, the assessments of AI-generated
essays were subtracted from the assessments of self-gener-
ated essays for each of these categories and statistically com-
pared. Finally, the participants were asked to directly
compare the two essays, identifying whether their essay was
better, the AI essay was better, or they were equal. A final set
of items focused on the extent to which students reported
prior experience using AI.

Statistics

The Fisher exact test was used to test the significance of AI
detector and human rater accuracy. AI detector and human
rater classification rates were compared by a Student’s two-
tailed t test assuming unequal variance. Interrater reliability
and survey data were analyzed with R: A Language and
Environment for Statistical Computing (19) and RStudio
(20). Interrater reliability was tested using the Fliess kappa
statistic (21) for greater than two raters. Frequency and
contingency tables were computed with Base R and the
packages “epiDisplay” and “gmodels” (22, 23). Chi-square

Figure 2. Classifications used for essays following scoring by artificial
intelligence (AI) detector or human raters. �Essays that were assessed by
AI detectors defaulted as human written if they were scored �80% likeli-
hood of AI origin.

Figure 3. Representative examples of
human (essays 130 and 267)- and artificial
intelligence (AI) (essay 213)-written answers
in response to the prompt on plasma
membrane anatomy and physiology (see
METHODS). All essays shown were assessed
by human raters and were classified as fol-
lows: essay 130: true negative; essay
213: true positive; essay 267: false positive.
Essay 267 was then classified by AI detec-
tors for additional analysis (see Fig. 7).

ELIMINATING FALSE POSITIVE DETECTION IN STEM-STUDENTWRITING

Advances in Physiology Education � doi:10.1152/advan.00235.2024 � http://advan.physiology.org 489

Downloaded from journals.physiology.org/journal/advances (217.216.098.124) on January 19, 2026.

http://advan.physiology.org


statistics were computed with the package “freqtables”
(24) for univariate frequencies of student responses to
questions regarding their assessments of the quality of essays.
Base R and the CrossTables() command from “gmodels” (23)
was used to generate contingency tables and for generating
the chi-square statistic for testing difference in the use of AI
for native English speakers versus others. Values are reported
as mean ± standard error (SE). Significance levels were set at
P < 0.05; however, differences of P < 0.01 and trends (P ¼
0.06–0.1) are noted when detected.

RESULTS

Accuracy of Human Raters

The essays that were written by AI and humans were simi-
lar, containing general fact-based information that directly
answered the prompt (Fig. 3). True positive and true negative
rates for human raters were 84.6 ± 6.3% and 95.0 ± 2.1%,
respectively, whereas false positive and false negative rates
for human raters were 5.0±2.1% and 15.4±6.3%, respectively
(Fig. 4). There were no differences in false positive rates for
faculty (n ¼ 3; 3.0 ± 3.0%), graduate TAs (n ¼ 3; 8.2 ±4.5%),
and undergraduate TAs (n ¼ 3; 3.7 ± 3.7%), respectively (P >
0.05; Fig. 5). There was no difference in the false negative
rates between faculty (14.8 ± 9.8%) and undergraduate TAs
(31.3 ± 11.6%; P> 0.05), although graduate TAs’ false negative
rate (0%) was significantly lower than that of undergraduate
TAs (P < 0.05). Interrater reliability between human raters
was determined to be in “substantial agreement” (k ¼ 0.62;
Ref. 25).

Veracity of AI Detectors

The best-performing three of four AI detectors (Copyleaks,
GPTzero, Originality AI) were largely accurate in their classi-
fication of STEM essays and did not statistically significantly
differ from the accuracy of the classification rates of human
raters (P > 0.05). Collectively, the best-performing AI detec-
tors had true positive and negative rates of 93.9 ±2.4% and
98.7±0.7%, respectively, and false positive and negative rates
of 1.3 ±0.7% and 6.1 ± 2.4%, respectively (Fig. 4). There were
fewer false positives and negatives classified by Copyleaks
(0 and 5 detected, respectively), GPTzero (1 and 2 detected,
respectively), and Originality AI (1 and 1 detected, respec-
tively) than by Detect GPT (9 and 21 detected, respectively).
However, when aggregating across all four AI detectors,
including Detect GPT, the false positive and negative errors
increased to 5.5 ±4.2% and 15.3±9.3% (Fig. 5). Of note, the
false negative rate was higher than the false positive rate for
both human raters and AI detectors.

Aggregated AI Detector False Positive Rates

Using the individual AI detector false positive detection
rates, we calculated the aggregated rates if the detectors
were employed in tandem or as a triad (Fig. 6). Of the nine
false positives identified by Detect GPT, there was only one
overlapping false positive essay with GPTzero and another
with Originality AI, reducing the likelihood of a false positive
detection from a Detect GPT-GPTzero or a Detect GPT-
Originality AI pairing to 0.36%. No false positives were iden-
tified by Copyleaks; using this AI detector in tandem with

any of the other three detectors would lower the joint proba-
bility of finding a false positive to (near) 0%. Using AI
detectors in pairs (Fig. 6) is impractical because there
would be an inherent disagreement if one AI checker clas-
sifies a false positive and the other does not. However, if
the AI detectors are used as a triad (Fig. 6), then the joint
probability of detecting a false positive is 0% when a triad
includes Copyleaks. The joint probability of detecting a false
positive when using a GPTzero-Detect GPT-Originality AI
triad is 0.0073%.

Figure 4. Detection rates for human- and artificial intelligence (AI)-written
essays as determined by the best-performing online AI detectors (n ¼ 3)
and human raters (n¼ 9). Top: classification rates for essays that were cor-
rectly identified as AI (true positive) or human (true negative) written.
Bottom: classification rates for essays that were incorrectly labeled as AI
(false positive) or human (false negative) written. One AI detector was
inconsistent in its classifications (e.g., high false positive/negative rates)
compared to the other AI detectors used in this study and was removed
from the calculations shown here. Values are means ± SE.
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Using Aggregated AI Detector Outcomes to Reassess
Instructors’ False Positive Essays

To test the idea that AI detectors can help to inform
instructors, all four human-written essays that were origi-
nally classified as false positives by human raters were
uploaded and scored by the AI detectors used in this study
(Fig. 7). In contrast to the original AI classifications by
human raters, the four false positives were determined to be
human-written essays when factoring in the aggregate AI
recommendation (Fig. 7).

Participant Views on Self- and AI-Written Answers

Survey analysis revealed that, on average, the participants
thought the AI essay was a stronger product than their own
(P < 0.01; Table 1). For example, the percentage of total sur-
vey respondents rating their essays as Average or Good was

86.8%, 80%, 73.2%, and 75.8% for content, style, grammar/
punctuation, and how well their essay answered the prompt,
respectively. The percentage of total survey respondents rat-
ing the AI essay Good or Excellent for content, style, gram-
mar/punctuation, and how well the AI essay answered the
prompt was 91.6%, 84.2%, 92.1%, and 89.4%, respectively.
These aggregated opinions were confirmed at an individual
level for all categories: the most frequent values for the dif-
ference between ratings of self- and AI-generated essays
were 0 and �1 (e.g., AI was rated 1 category better) for all
comparisons (P < 0.01; data not shown). In addition, when
comparing the essays directly, a majority of total survey
respondents thought that the AI essay was the better answer
(63.2%), was better written (75.1%), had greater depth
(68.1%), and had fewer grammatical errors (57.4%) (P < 0.05;
Table 1). Preliminary qualitative analysis of human- and AI-
written content, however, showed no differences in the use

Figure 5. False positive (FP) and false neg-
ative (FN) classification rates (means ± SE)
for human raters (top) and artificial intelli-
gence (AI) detectors (bottom). Faculty
and graduate or undergraduate teach-
ing assistant (TA) FP/FN classification
rates are shown as an aggregate (mean)
or averaged. AI detector FP/FN classifica-
tion rates are shown as a mean or individu-
ally. Mean values were calculated from 3
AI detectors (Copyleaks, GPTzero, and
Originality AI) or with all 4 detectors. �FP
and FN data are the same as shown in
Fig. 4.
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of A&P-related terminology within their write-ups (data not
shown). There was a slightly higher tendency for native
English speakers to judge the content of their essay as equal
in quality to the AI-generated product; conversely, nonna-
tive English speakers tended to rate the AI product as better
(P¼ 0.07; data not shown).

General Use of AI by Undergraduate Students

Amajority of total survey respondents indicated that they
did not use AI to assist them with writing essays/papers
(78.4%), writing essay/paper outlines (56.4%), writing emails
(82.1%), creativity (50.6%), and assistance with mathematics
(58.4%) (Table 2). However, a majority of total survey
respondents admitted using AI to assist them with generat-
ing ideas to jump start them on assignments (63.7%) and
finding errors in their work such as grammar or punctuation
(56.3%) (Table 2). Generally, we found no differences in gen-
eral AI assistance between native and nonnative English-
speaking survey participants, with the exception that nonna-
tive English-speaking survey participants used AI to assist in
crafting emails more often than native English-speaking
individuals (P< 0.05; Table 3).

DISCUSSION

The goal of this study was to determine accuracy of AI
detectors and human raters in distinguishing between
human- and AI-written work centered on a fact-heavy A&P-
specific topic. There are two principal findings of this study.
First, when AI detectors are used together, as a tandem or a

triad, the likelihood of producing a false positive outcome
(e.g., labeling a student-written paper as AI) is practically
zero when the student writing is limited in scope and length
and the AI writing is unaltered upon submission. Second,
using AI detectors in aggregate will reduce, if not eliminate,
human/instructor-labeled false positives. In agreement with
earlier work, we also discovered variability in the accuracy of
different AI detectors (11, 18); however, contrary to our
hypothesis and others (10), we did not find a statistically sig-
nificant difference in detection accuracy between high-per-
forming AI detectors and human raters (Fig. 4). Taken
together, our findings suggest that aggregating AI detectors
could potentially detect false positives in STEM student writ-
ing by assisting instructor grading and intuition.

As demonstrated here, AI detectors, when used in aggre-
gate, can provide additional information to the instructor to
draw a conclusion (Fig. 7). Interestingly, Copyleaks, which
did not detect any false positives from the original batch of
human essays (Fig. 5 and Fig. 6), incorrectly labeled essay
267 as AI, confirming that no single AI detector is perfect
(Fig. 7). This observation underscores that, although there
may be an absence in detection/perception of false positives
by AI detectors (Fig. 5 and Fig. 6), this absence is not equal to
a mathematical zero (26). In short, there is no absolute guar-
antee that any single AI detector will never detect a false pos-
itive. Furthermore, it is advised that an odd number of AI
detectors should be used by instructors in the event that the
AI detector consensus/tally score is tied.

There have been a number of experimental strategies used
to test the abilities of AI detectors and human raters to dis-
tinguish AI and human writing. Expectedly, vendors for AI
detectors self-advertise high accuracy rates; in parallel, there
are alsomany anecdotal trial-and-error accounts of individu-
als testing detection rates with a cohort of known human- or
AI-written samples (12). More formal studies testing the
accuracy of AI detectors, however, have relied on a wide
range of AI- and human-generated writing samples. AI writ-
ing has been used from entire published articles (18), limited
passages or abstracts from publications (11, 27), or answers to
an original prompt (9, 12). Human-generated samples have
been convenience-sampled from student submissions cover-
ing a variety of topics from past coursework (9, 28), passages
from self-written work (11), and published scientific opinion
pieces (9). Interestingly, Perkins et al. (10), for example, sub-
mitted assignments fabricated by AI and asked instructors to
identify any AI-developed work: AI flagged 91% of AI-gener-
ated work, whereas instructors only found AI submissions
�55% of the time.

It should be noted that an on-ground A&P course was used
for this study because it gave the investigators control of the
in-person writing environment that could not be achieved
with, for example, an online-only A&P course. However, the
findings presented here could be applied to both instruc-
tional types. Our experimental approach also employed a
writing exercise with limited scope, depth, and length for
both the AI and human writing samples, possibly somewhat
restricting the wording, phrasing, and content variability in
all essays. Our methodological approach attempted tomirror
a realistic writing assignment used in lower-division A&P
classes to test comprehension of difficult A&P concepts but
an assignment that would also allow students to practice and

Figure 6. Probability of detecting false positives when using artificial intel-
ligence (AI) detectors in tandem (arrows) or as a triad (brackets). A Venn
diagram shows which AI detectors classified the same essay(s) as a false
positive. Values within ellipses indicate essay numbers. One AI detector
(Copyleaks) identified no false positives and is therefore shown detached.
Importantly, the 0% value is a calculation based on the observed data and
not an absolute/mathematical zero.
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contextualize STEM language into their own words. This
experimental setup, however, may have allowed human
raters to detect AI-generated material with a higher degree
of accuracy than in earlier reports (10, 28). Interestingly,
the human raters who were used in this study were from
different disciplines and backgrounds with variability in
time served as instructors. The faculty were from A&P,
social science, and education, with the latter two having
experience in biology and biology education research. The
graduate TAs were currently, or previously, enrolled in an

education-related Ph.D. program, and all had some formal
biology-based education (i.e., high school concentration,
undergraduate major/minor, master’s degrees). All under-
graduate TAs were majoring in science-specific fields.
Although it is unclear whether the variability in back-
grounds played a role in both the number of false positive
and false negatives from each group as well as the strat-
egies employed to identify the AI essays, this may warrant
further investigation in follow-up studies using a larger
sample of human raters.

Table 1. Percentage of total responses by category for questions on perceptions of essay quality

Poor Below Average Average Good Excellent

After rereading YOUR� essay, how would you rate YOUR RESPONSE to
the essay prompt in terms of:

Content (information/facts) 1.6 4.7 36.3 50.5 6.8
Style (how well written) 2.1 9.5 46.8 33.2 8.4
Grammar/punctuation 1.6 8.9 30.0 43.2 16.3
Answering the prompt 0 4.2 24.2 51.6 20.0

After rereading the AI essay, how would you rate the AI RESPONSE to
the essay prompt in terms of:

Content (information/facts) 0 0 8.4 41.1 50.5
Style (how well written) 0.5 1.1 14.3 46.6 37.6
Grammar/punctuation 0.5 0.5 6.8 29.5 62.6
Answering the prompt 0 0 10.5 36.8 52.6

YOUR Essay Equal AI Essay

In comparing YOUR response vs. the AI response, which:
is the better answer? 12.1 24.7 63.2
is better written? 12.7 12.2 75.1
goes into greater depth? 20.2 11.7 68.1
has fewer factual (content) errors? 13.2 43.2 43.7
has fewer grammatical (style) errors? 10.5 32.1 57.4

Values shown are percentage of total respondents (n ¼ 190). AI, artificial intelligence. �Participant-written essay.

Figure 7. Using artificial intelligence (AI) detectors in aggre-
gate to assist instructors in determining the origin of STEM
student-written material. Four essays that were categorized
as false positives by human raters were used as case stud-
ies. AI detectors assess writing out of a score of 100% and
assess the likelihood that the writing sample is of human
(green), AI (red), or mixed (yellow) origin. A positive AI detec-
tion was considered �80%; otherwise the essay defaulted
as human written (e.g., giving the student the benefit of the
doubt). After each essay was scored by each AI detector, a
tally was made determining the AI detector consensus to
determine a final outcome of the essay. �Defaulted as
human because the AI score did not achieve the �80%
threshold; ��essay rated as AI because the score is above
the 80% threshold.
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Surveys

Although only a small number of students had indicated
using AI assistance before this study (Table 3), students
viewed AI-written essays as better/stronger than their own
work (Table 1). The survey results imply that students’ inse-
curity in their writing abilities to articulate difficult A&P con-
cepts may be one compelling factor for AI use. Although
generative AI has been shown to be useful for individuals
learning English as a second language (7), Liang et al. (29)
note that AI detectors exhibit bias against nonnative English
speakers. We did not find that nonnative English-speaking
undergraduate students reported prior use of AI differently
from native English speakers, except for assistance in craft-
ing emails (Table 3). Future research should examine the
extent to which there are differences in quality and terminol-
ogy between the human- and AI-written essays and whether
differences in accuracy rates may be present for native ver-
sus nonnative English speakers.

Limitations

This study used writing samples that were written entirely
by either humans or AI. Study participants wrote on a nar-
row topic and in a limited time frame. Although it is not
uncommon to assign a writing exercise on a specific A&P
concept, this study did not comprehensively assess how well
the AI detectors or human raters could identify hybrid essays
that fused AI- and human-generated language. It does appear
that the four AI detectors used in this study had difficulty
with human-AI hybrid essays. To test this, we exchanged sen-
tences between the AI- and human-written essays from two
participants. From this small exercise, we can report that AI
detector accuracy declined as human- and AI-generated sen-
tences became more intertwined (data not shown), and
further experimentation is required to test, quantify, and vali-
date these observations. Furthermore, AI generation and AI
detectors are constantly improving; it is difficult to know
the generalizability of these findings into the future as AI
generation and AI detection evolve. However, assuming
that AI generation and AI detection both improve at the
same rate, our findings, and, more importantly, our recom-
mendation that individuals and academic institutions

should use multiple AI detectors to reduce false positive
rates, is not unreasonable for the foreseeable future.
Finally, only four AI detectors were used in this study; the
use of AI detectors in aggregate to inform instructors
should be conducted with an odd number of detectors in
the event a tally score is tied (Fig. 7).

Summary

AI has clear benefits and drawbacks within higher educa-
tion. As AI becomes more commonplace within academia,
instructors require tools to help them accurately distinguish
student- and AI-generated written material and to help
instructors avoid falsely classifying student work as AI writ-
ten while also accurately identifying instances of AI use so
that they can support students in ways that will lead to better
learning outcomes. From our present findings, we recom-
mend that instructors, or administrators, use at least three
AI detectors to eliminate the likelihood of false positives.
The likelihood that any two AI detectors that we used identi-
fied the same false positive was<0.4%, but when three were
used the false positive detection rate was reduced to 0–
0.0073%, even though this detection rate will never reach a
mathematical/theoretical zero. To assist instructors and to
maintain fairness within classrooms, we recommend that
institutions embed three or more AI detectors within their
LMS, providing instructors with an important and necessary
resource for their courses.
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Table 2. General AI use by lower-division anatomy and
physiology undergraduate participants

Yes No

Significance

Level, P Value

Other than this study, have you
used AI to assist you for your
college work/assignments in:

Writing essays/papers 21.6 78.4 <0.01
Writing essay/paper outlines (but
not writing the paper itself)

43.7 56.4 0.08

Writing emails 17.9 82.1 <0.01
Helping you with ideas to get
you started on assignments

63.7 36.3 <0.01

Helping you with creativity 49.5 50.6 0.93
Helping you with math 42.6 58.4 <0.05
Finding errors in your work (e.g.,
grammar, punctuation)

56.3 43.7 0.08

Values are percentage of total survey respondents. AI, artificial
intelligence.

Table 3. General AI use by first language

Yes

(Indicates Prior AI Use)
No

(Indicates No

prior AI Use)

Total

Nonnative English

Speakers

Native English

Speakers Total

Essays 11 30 41 149
23 21 22 78

Outlines 22 61 83 107
46 43 44 56

Email� 14 20 34 156
29 14 18 82

Math 17 64 81 109
35 45 43 57

Ideas 30 91 121 69
65 64 64 36

Creativity 24 70 94 96
50 49 49 51

Total 48 142 190 190
25 75 100 100

Boldface numbers are absolute values. Italicized numbers are
percentages of total survey participants. AI, artificial intelligence.
�Significantly different [P < 0.029; confidence interval (CI) ¼
0.171–0.955] between nonnative and native English speakers.
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